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In contributing to the current upsurge in corpus (or token) based typology (cf. Wälchli 2009, 
Levshina 2019), this presentation summarizes a set of cross-linguistically robust regularities in 
the grammar of discourse, drawing on natural (non-scripted, non-elicited) spoken language cor-
pora from 12 languages (Haig & Schnell 2019). We focus on two domains: (1) Preferred Argument 
Structure and Referent Introduction (Du Bois 1987, Newmeyer 2003: 686). While our findings 
largely confirm the overall dispreference for transitive subject to be filled by lexical NP‘s (Haig & 
Schnell 2016) with new referents, we relate these findings to more general principles following 
from a convergence of humanness and topicality leading to low rates of new, lexical human 
subjects (Haig & Schnell 2016: 612–613) whether transitive or intransitive. Moreover, Referent 
Introduction does not pose specific challenges to discourse processing and hence do not map 
isomorphically onto morphosyntax, which actually appears to be solely determined by content. 
(2) The factors determining referential choice in discourse (cf. Ariel 1990, Torres Cacoullos & Tra-
vis 2019). Here we find that different referential expressions (zero, pronoun, NP) do not in fact 
line up along a continuum of decreasing accessibility (Ariel 1990): the choice between zero and 
pronoun, on the one hand, displays language-specific idiosyncrasies that cannot be satisfactori-
ly accounted for in terms of accessibility or processing costs. In regards to the deployment of lex-
ical NPs, however, we find less evidence for the claim that languages vary fundamentally in the 
density of information carried by discourse (e.g. Huang 2000: 262, Bickel 2003: 710); in fact we 
observe surprisingly little variability in the overall rate of lexical NP‘s across our sample (Vollmer 
2019), suggesting that the undeniable differences in the rates of pronoun versus zero expression 
is balanced by a relatively constant rate of lexical NP‘s in connected discourse, providing a bed-
rock of referential information around which typological variation plays out.
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