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This paper discusses the role of corpus data in testing and explaining language universals. First 
of all, corpora can fill in existing gaps in grammatical descriptions and provide missing informa-
tion. For example, Stolz et al. (2017) extract interrogative spatial pronouns from numerous trans-
lations of Le Petit Prince. Second, by using corpus data, one can avoid the existing bias towards a 
restricted set of linguistic patterns, which display cross-linguistic bimodal distributions with low 
language-internal variability (Wälchli 2009), and investigate universal patterns in a broad range of 
constructions. Third, corpora can be used to fine-tune existing universals and reformulate them 
with greater precision. Here, we will demonstrate how Greenberg’s (1963) Universal 25 can be  
reformulated at the finer-grained level of intralinguistic probabilities instead of the coarse-grained 
categorical variables. Fourth, corpora are indispensable for providing functional explanations 
of language universals, which emerge due to various communicative and cognitive pressures, 
such as the formal asymmetries in marking of causal and non-causal events (Haspelmath et 
al. 2014) or the cross-linguistic preferences for particular ordering of syntactic constituents 
(Hawkins 1994). Fifth, some important universals are inherently usage-based, since they are  
formulated at the level of usage events and describe probabilistic tendencies within a language, 
e.g. Zipf’s law of abbreviation (Zipf 1935; Bentz & Ferrer-i-Cancho 2015), or the correlation be-
tween average surprisal and word length (Piantadosi et al. 2011). Finally, one needs corpora in or-
der to establish universals related to human interaction in contex (e.g. Dingemanse et al. 2013).

At the same time, the use of corpus data is accompanied by several challenges, such as 
the Indo-European bias, difficulties in extraction of semantic and pragmatic information, lack 
of stylistic and pragmatic diversity in most multilingual corpora, and low frequencies of some 
linguistic phenomena.
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